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Chapter 1

Introduction

The global structure of proteins is sensitively dependent on the constituent pep-

tides, their ordering, any substituted groups, the ambient chemistry as well as

temperature and pH and other physical conditions. As a result, proteins often

exhibit anomalous behaviours in vivo. Since a protein’s structure is intricately

linked to its function, misfolding may cause pathological functioning of the pro-

tein. Indeed, the pathology of many diseases has been ascribed to the misfolding

of certain proteins.

Misfolded proteins, or parts thereof, are known to aggregate, i.e. associate with

each other to form large, regular, insoluble structures which are thermodynami-

cally stable. These structures are termed amyloid fibrils. In fact, aggregation and

formation of amyloid fibrils is a feature that seems to be inherent to the nature of

polypeptide chains [1, 8, 9]. The structure and aggregation process of amyloid

fibrils is interesting to study for several reasons.

First, out of diseases related to protein misfolding, many are correlated with

the formation of amyloid fibrils [10, 11]. One example that stands out is the

CAG triplet disorders, in which proteins are found to have enlarged sections

of consecutive glutamines (Q) in their primary structure. The severity of the

diseases correlates positively with the length of the repeats. It is also found that

the polyQs aggregate and form macroscopic cell inclusions, and it is believed

that the aggregates, especially in their early stages, may be pathological. This

has prompted both theoretical and experimental studies on the process of polyQ

aggregation. As is especially apparent in the case of Alzheimer’s disease, these

1
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disorders no longer rare (see e.g. [12]), and so the need to understand the

process of aggregation is well-motivated.

Secondly, it has been suggested that amyloid fibrils may not always be patho-

logical; on the contrary, they may play various functional roles [13–15]. Finally,

the study of aggregation kinetics is theoretically well-motivated. Simple physical

models often capture the essential features seen in aggregation, and many phe-

nomenological models now exist to describe the various mechanisms by which

polypeptides nucleate and aggregate (see [16] for a review).

Kinetic studies of aggregation rely on knowing the number of growing ends

per unit weight of the fibril. While measuring this directly has proved chal-

lenging, a group at the University of Pittsburgh demonstrated a viable method

([17]). This technique involves growing the fibril using biotinylated polyglu-

tamine monomers, and then tagging by fluorescent Eu-streptavidin, a protein

that binds strongly and specifically to biotin. What is yet unclear is why this

procedure yields counts proportional to the number of growing ends, and not

proportional to the total weight of the fibrils. In other words, why is the assay

selective at all?

In this master’s thesis, we address this question using Molecular Dynamics (MD)

simulation of a biotinylated glutamine residue attached to a polyQ fibril. First,

we present the background in more detail and motivate the project. Then, we

discuss the methods adopted, following which we state the research problem. Fi-

nally, we present the data gathered and some analysis, and end with a discussion

of future directions that are open and interesting.



Chapter 2

Background and Motivation

2.1 Polyglutamine diseases

Over the years, a class of nine neurodegenerative diseases has been shown to be

linked to an expanded tract of CAG repeats in the protein-coding region of the

affected gene. the sequence CAG codes for the amino acid Glutamine, and there-

fore the coded proteins contain expanded Glutamine tracts, lending this disease

class the name polyQ diseases. The following diseases are currently classfied as

polyQ:

3
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Disease Affected protein PolyQ repeat length

Normal Pathological

SCA1 Ataxin-1 6-39 41-83

SCA2 Ataxin-1 14-32 34-77

SCA6 CACNA1A 4-18 21-30

SCA7 Ataxin-7 7-18 38-200

SCA17 TBP 25-43 45-63

MJD/SCA3 Ataxin-3 12-40 62-86

HD Huntingtin 6-35 36-121

DRPLA Atrophin-1 3-38 49-88

SBMA Androgen receptor 6-36 38-62

TABLE 2.1: The nine CAG repeat disorders. SCA: spinocerebellar ataxia, MJD:
Machado-Joseph disease, HD: Huntington’s disease, DRPLA: dentatorubropalli-
doluysian atrophy, SBMA: spinal bulbar muscular atrophy (Kennedy’s disease),
CACNA1A: calcium channel, voltage-dependent, P/Q type, a 1A subunit, TBP:

thymine adenine thymine adenine (TATA) box binding protein. Source: [7]

PolyQ diseases occur with frequencies of about 1 − 10 per 100, 000. With the

exception of SMAX1/SBMA, they are all autosomal dominantly inherited [7].

Therefore, if one of the parents has one affected gene, the child has a 50% chance

of being affected, regardless of gender.

While research on these diseases is active, the precise disease mechanism is not

well understood. For some of the diseases such as HD, SBMA and SCA3 (see

table 2.1), the first step in pathogenesis has been identified as the cleavage of

large polyQ-containing fragment from the affected proteins. Proteins with ab-

normally large polyQ tracts are prone to misfolding, and it is believed that the

toxic protein fragments initiate the nucleation and the subsequent aggregation

of polyQ proteins.

While the initial nucleation is thermodynamically unfavourable, the subsequent

growth of the aggregate occurs is faster. The toxic oligomers are then believed to

accumulate in intranuclear inclusions in the patient’s cells and disrupt biological

functions.
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In order to design therapeutic strategies, it is necessary to understand the disease

mechanism completely. Based on the current understanding, following solutions

have been proposed (in e.g. [18]):

1. Reversing cellular defects:

(a) Transcription: Particularly in the case of HD, mutant polyQ proteins

cause a disruption in the activity of key factors, many of which pos-

sess acetyl transferase activity. This strategy aims to combat this by

increasing gene expression through histone deacetylase (HDAC) in-

hibitors. However, these molecules may increase the acetylation of

other non-histione proteins.

(b) Cellular metabolism: This strategy targets transcriptional regulators,

which in turn affect the expression of expression mutant genes. For

example, over-expression of the regulator PGC-1α may be a potential

strategy to suppress mutant Huntingtin (Htt).

2. Targeting polyglutamine proteins

(a) Gene therapy: Targeting the CAG disorder at the source, i.e., by se-

lectively reducing expression of the affected gene. Use of small in-

terfering RNAs to reduce gene expression has borne success in mouse

models. However, it remains a challenge to limit the targeting to the

mutant gene. Long term safety is uncertain.

(b) Proteolysis: If specific proteases that cleave polyQ proteins to generate

toxic fragments are identified, they can be targeted using protease

inhibitors.

(c) Protein clearance: Stimulating cellular degradation pathways that

preferentially target misfolded proteins.

(d) Direct targeting of protein aggregation: molecular chaperones that

aid in protein refolding and degradation, and/or small molecules that

directly interfere with polyQ aggregation. The first strategy is likely

to have limiting side effects. Cell-based assays with small molecules

have yielded promising results, the same promise is not seen in ex-

periments on mice. This strategy does not stop the initial pathological

misfolding, which may still result in toxic oligomers that affect cell

function.
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(e) Stabilizing native conformation: Influence the equilibrium between

the natural and toxic conformations. This can be done by directly

targeting the protein with interventions that stabilize the native con-

former.

In addition to its relevance in therapeutics, polyQ aggregation kinetics is an in-

teresting area of research in its own right. In the following sections, we discuss

its theory and experimental aspects.

2.2 PolyQ aggregation kinetics

There are several mechanisms through which proteins can aggregate [19]. An

important class is nucleated growth polymerization, in which the aggregation is

initiated by the (thermodynamically unfavourable) formation of a nucleus, fol-

lowed by an elongation phase which leads to fibril formation. This mechanism

is reponsible for amyloid fibril formation in the case of, e.g., Aβ(1-40) protein

(Alzheimer’s disease) and α-Synuclein (Parkinson’s disease) [20]. The nucleus

is typically a misfolded, prion-like monomer or oligomer which, due to its insta-

bility, has a tendency to either dissociate into stable monomers, or elongate.
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FIGURE 2.1: Various pathways for the formation of amyloid fibrils. Source: [1]

The elongation of amyloid fibrils is commonly described as a two-step kinetic

process, the so-called “dock and lock” mechanism. In the first (“docking”) stage,

a new monomer from the solution attaches itself to the fibril at an elongation

site, also called a growing end. Then, the new monomer undergoes a conforma-

tional change which usually mimics the underlying template, and thus “locks”

into place. The next monomer can then be incorporated in a similar manner,

and the aggregation proceeds. Barring the inital nuclear stage, the forward re-

action is more favourable at every step in the aggregation - this is why, even
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though the nuclei themselves are small and short-lived, the aggregates, once

initiated, tend to be macroscopic and very stable.

PolyQ aggregation is known to follow a nucleation-dependent pathway. In fact,

polyQ aggregation is particularly straightforward, since polyQ does not exhibit

oligomeric or protofibrillar forms that are commonly seen in other amyloid ag-

gregation reactions. Another complicating feature, which is the fracture of ag-

gregates under normal growth conditions leading to secondary nucleation, is not

seen in the case of polyQ. Lastly, the nucleus of a polyQ aggregate is known to be

monomeric which further simplifies the analysis.

FIGURE 2.2: Nucleation and elongation of polyQ. A polyQ monomer (top
left) misfolds into an unstable conformer, a popular candidate for which is
the β-hairpin, pictured above (top left-center). It has been suggested that
the β-hairpins interdigitate vertically (top right), following which subsequent
monomers can “dock and lock” at the growing face, as shown in the bottom

row. Source: [2] (figure published as part of poster)

The nucleation growth kinetics of polyQ contains two important quantities, the

nucleation equilibrium constant Kn∗ and the second-order elongation rate con-

stant k+. The first constant Kn∗ is crucial in the description of nucleation kinetics.

It is however very difficult to measure directly in the lab for two reasons:

1. nucleation is a very rare event, and

2. the nucleus phase is thermodynamically unfavourable and hence very short-

lived; nuclei, once formed, either return to the monomeric state or quickly

begin aggregation.

As a result, one must resort to indirect calculation of the nucleation constant Kn∗ .

Through kinetic analysis, an auxiliary quantity involving Kn∗ can be measured.
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FIGURE 2.3: The typical energy landscape of the nucleation/elongation reac-
tions. ”M” refers to the monomer, which is a stable conformation. Nucleation
is the formation of the ”critical nucleus”: a high-energy, unstable conformer of
one or more monomers (denoted by 1). Subsequent elongation events (2, 3, 4

etc.) are energetically favourable and lead to aggregation. Source: [2]

When the concentration of critical nuclei is small, the growth rate is determined

by the nucei concentration and the rate of elongation of nuclei. As is done in

[21], this can be modelled as a first-order rate equation related to crossing an

effective energy barrier. So, for a concentration of critical nuclei c∗, nuclear

elongation rate J∗, and a polymer concentration cp, the elongation rate equation

is given by
dcp
dt

= J∗c∗ (2.1)

Once formed, polymers elongate by aggregation of new monomers at their ends.

For a one-dimensional polymer, this rate is then independent of the dimensions

(specifically, length) of the polymer. So, a uniform rate J may be assumed for all

polymers, and then if the monomer concentration incorporated into polymers is

denoted by Δ, we have

dΔ
dt

= Jcp (2.2)

These two rate equations may be combined by integrating equation 2.1 substi-

tuting into 2.2. The fully integrated equation describing the nucleation phase

then reads

Δ =
1

2
JJ∗c∗t2 (2.3)
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Given a critical size n∗ (in number of monomers) for the nucleus, the nucleus

concentration is given by c∗ = Kn∗cn
∗ , where as before, Kn∗ is the equilibrium

constant for the monomer-nucleus reaction. Further, the total elongation rates

can be expressed in terms of monomer/nuclear concentration as J (∗) = k+c
(∗).

As before, k+ is the forward elongation constant. (Note: an important assump-

tion here is that the elongation constant is the same for the nucleus and the

aggregate. This is because, as we have already observed, the elongation of the

nucleus cannot be directly measured.) Therefore,

Δ =
1

2
k2
+Kn∗c(n

∗+2)t2 (2.4)

A plot of Δ vs. t2 will then have a slope of 1
2
k2
+Kn∗c(n

∗+2), which has a power law

dependence on the concentration c. Taking logs,

log(slope) = (n∗ + 2) log c+ log

�
1

2
k2
+Kn∗

�
(2.5)

Therefore, measuring the slope for varying concentrations and plotting log(slope)

vs. log (c) yields two quantities, the power on c and the log of the pre-factor

log
�
1
2
k2
+Kn∗

�
. It was found in [21] that the critical nucleus size n∗ (calculated

from the slope) is equal to 1.

The pre-factor 1
2
k2
+Kn∗ contains the desired equilibrium constant Kn∗ and the

elongation constant k+. In order to solve for Kn∗ , a value for k+ must be found.

However, a direct measurement of k+ is also difficult, since it requires the knowl-

edge of the number of productive elongation sites per weight of the polyQ ag-

gregate (denoted as [ends]), and the pseudo-first order elongation rate constant

k∗: k+ = k ∗/[ends] ([22]). A direct measurement of both k∗ and [ends] was ac-

complished by Wetzel et al in [17]. We discuss this experiment in a later section,

2.5.

2.3 Structure of the nucleus

The first, crucial step in the nucleated polymerization mechanism is the forma-

tion of a thermodynamically unstable state of a single monomer or an oligomer,
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which can either collapse back to stable monomeric states or elongate by ad-

dition of other monomers. The added monomers first dock onto the growing

fibril and then “lock in” through a change in conformation. The nucleus size at

which elongation becomes possible is the critical nucleus n∗, also known as the

thermodynamic nucleus.

In the case of polyQ, an important question is, what is the structure of the

monomeric nucleus which best supports aggregation? In Miettinen et al [2],

it was found through simulation that a beta-hairpin geometry is the most likely

candidate out of β-helical and various β geometries, based on the stability of

docked monomers. Note that they define the critical nucleus as 1 + n∗, i.e., the

nucleus size at which elongation is more favourable than dissociation. This is

called the structural nucleus. The structure of the nucleus and of the added

monomers is essential to understanding the secondary structure of the polyQ fib-

ril. This understanding helps us accurately simulate the fibril and its interaction

with biotin.

FIGURE 2.4: PolyQ fibrils with three different monomer geometries. From left
to right: β-hairpin, β-spiral and β-arc geometries. The growth axis in each
fibril is vertical. In each fibril, one glutamine residue has been drawn (red) to
illustrate the orientation of the side chains and how they H-bond. The cartoons
on the bottom illustrate the loci of the H-bonding glutamines on the monomer.

Source: [3]
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2.4 Biotin-Streptavidin binding

Biotin and streptavidin (alternatively, avidin) are naturally occuring biomolecules

which are known to have a large binding affinity to one another. The dissocia-

tion constant for binding is Kd ∼ 10−14 M, which makes biotin-streptavidin one

of the strongest known non-covalent bonds [23]. Moreover, biotin-streptavidin

binding is highly specific and stable over a large range of temperature and pH.

These features have made this reaction a popular choice in various techniques

used in biotechnology.

In biochemical assays, biotin is used to mark molecules of interest, which may

be identified and isolated by allowing streptavidin to bind with the attached

biotin. The streptavidin may have a fluorescent attachment such as nanogold

particles or Europium, or a reporter molecule such as horseradish peroxidase for

detection with Enzyme-Linked Immunosorbent Assay (ELISA).

The strength of biotin-streptavidin binding has been used to “anchor” biomolecules

- in [24] for example, DNA strands are anchored by Au-biotin-streptavidin-

biotin-DNA bonds, and, using flow and electric fields, can be fully extended

and imaged. The bond can withstand a force of at least 11 pN.

Lastly, we observe that while avidin has the larger affinity for free biotin, strep-

tavidin holds a number of advantages over avidin in applications, such as

• a higher binding affinity with biotin attached to a substrate

• higher specificity

• lower activity and lower tendency to aggregate (relative to avidin).

2.5 Experimental studies of polyQ aggregation

In this section, we discuss some experimental studies conducted by Ronald Wet-

zel et al on polyQ kinetics. The experiment of most interest is the measurement

of the number of growing ends of polyQ by tagging the fibrils with a special

biotinylated polyQ monomer, and then binding (fluorescent) Eu-Streptavidin to

the biotin incorporated into the fibril.
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We start by describing the original experiment conducted in 2005.

The experiment: The aim of the experiment in [17] was to measure not only

the pseudo-first order rate constant k∗ but also the number of elongation sites

per aggregate weight, allowing one to calculate the second order rate constant

k+ = k ∗ /[ends]. In this section, we provide a specfic description of the experi-

ment in question, [17].

In the experiment, the following synthetic peptide monomers were used:

• Q47: This monomer is used to grow the basic polyQ fibrillar structure in

vitro.

• Q30: This is a smaller peptide segment which was used to study the elonga-

tion kinetics of the fibrils. The length of 30 amino acids is chosen to match

the biotinylated residue, which is listed next.

• biotin-PEG-Q29 (or BQ29): The biotinylated polyQ residue used to mark the

fibrils. This chain length is found to be optimal for elongation of aggregates

of a variety of geometries and repeat lengths [25].

Several morphologies are observed for the aggregates grown in vitro, for exam-

ple broad ribbons (∼ 50 nm wide), thin filaments (∼ 4 nm) and amyloid-like fib-

rils ([25, 26]). Typically, the aggregates grow to be a few hundreds of nanome-

ters in length. In comparison, a fully extended Q30 peptide has a length of ∼ 10

nm. By varying experimental conditions (temperature and pH), these varying

morphologies can be generated. Six different samples of the Q47 aggregate were

thus produced [26].

Next, the experiment studied the binding of BQ29 to the polyQ aggregate. The

main idea here is that the bound biotin can also bind with streptavidin. If one in-

troduces streptavidin which is tagged with a fluorescent marker, then the binding

can be measured using fluorescence counts. In order to compute specific bind-

ing, the weight of the aggregates was measured using High-Performance Liquid

Chromatography (HPLC) on (small) extracted samples, or aliquots.

The weight concentration of aggregate used in this experiment was in the range

of 190-260 ng/ml. The aggregate was incubated with 0.5-1.0 µM BQ29 at 25◦ C.
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Then, the aggregate solution sample was incubated with europium-complexed

streptavidin for one hour at room temperature and in the dark. We note here

that the Eu-streptavidin was diluted 1:1000 from the original solution purchased

from PerkinElmer.

Then, time-resolved fluorescence measurements were made on the sample. Us-

ing fluorescence counts, it is possible to convert into a concetration of bound

Eu-streptavidin using a calibration of seven molecules of europium per strepta-

vidin. In this, one also assumes that, despite being tetrameric, streptavidin binds

to only one molecule of attached BQ29. This assumption is not unreasonable,

given that the biotin is not free in solution but attached to a large substrate. Non-

specific binding was also corrected for using appropriate controls (Q30 without

biotin).

In order to analyze binding kinetics, binding data has to be collected at various

points in time. However, before the binding is measured, the reaction must

first be “quenched”, i.e., one should be able to turn off the binding of BQ29.

Towards this end, the mixture containing the aggregate and BQ29 was quenched

by adding Q30. The data points were collected at intervals of ∼ 15 minutes.

Results: The experiment was in fact carried out in two modes which differed

from one another in the method of data collection (see [17]). Without delving

into further details, we remark that the first mode provided a qualitative picture,

while data from the second mode was used for kinetic calculations. Now, we

discuss the results obtained in each mode.

In the first mode, it is found that the amount of biotin bound (in the presence

of Q30) increases with time and saturates after about 20 minutes of incubation.

The amplitude (∼ 10 fmol for unsonicated aggregate in Phosphate-Buffered Saline

(PBS)) does not change appreciably after saturation. This behavious is in stark

contrast to the various controls.

Firstly, if one does not quench the initial elongation of Q47 aggregates with BQ29

by adding Q30 to the solution, the binding is found to be negligible over time.

Therefore, the addition of Q30 seems to be crucial to ensure stably bound biotin-

polyQ. The paper discusses that any BQ29 attached to a growth site must quickly

be capped by Q30 monomers, otherwise it will not remain stably bound. In the

absense of any Q30, none of the bound BQ29 may be fixed and may detach
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from the growth sites during, say, washing of the sample. We add that the

“locking” timescale for BQ29 may be much larger than the lab timescales of tens

of minutes, resulting in low retention of the tagged monomer at growth sites.

In all the other controls, only background levels of BQ29 binding were seen. This

includes elongation with a biotin-labelled mutant (abbreviated as PGQ29P
2,3),

and cross-binding with biotinyl-Aβ (1− 40).

In the second mode, the Q30 quench is immediately followed by a second incu-

bation of the aggregate, BQ29 and Q30 mixture at 25◦ C. However, the authors

believe that the fibril growth is not optimally fast at this temperature. Therefore,

some bound BQ29 may detach during the incubation instead of getting fixed by

addition of Q30 monomers. Since elongation is strongly favoured at a tempera-

ture of 37◦ C, it is better to carry out the second incubation at this temperature

rather than at 25◦ C, since this would minimize the loss in binding amplitude.

This is the motivation for carrying out the second mode of experiment, and why

it was believed to be more accurate.

As in the first mode of the experiment, the observed binding of BQ29 grows over

time and saturates after 20 minutes. However, it is argued that the growth is

not due to binding at new sites but multiple BQ29 monomers being added to

the same sites. In fact, the authors argue that by the end of the first incuba-

tion of aggregate with BQ29, it is expected that all productive growth sites are

tagged in a one-to-one manner. Therefore, the value which correctly reflects the

number of growth sites is the binding amplitude at the moment of quenching

with Q30, i.e. at zero time. Therefore, the growth in the first five minutes since

quenching is linearly fitted and extrapolated to t = 0, and this value was chosen

as an indicator for the number of growing ends. Then, the number of bound

BQ29, measured through fluorescence counting, was assumed to be equal to the

number of growing sites.

In order to compute k+, the pseuodo-first order elongation rate was measured

directly from the time-dependent binding of monomer. Lastly, analysis of the

monomer binding rate at different concentrations provided the quantity 1/2Kn∗k2
+.

These together gave a value of Kn∗ = 2.6× 10−9 (note: Kn∗ is dimensionless).

Further observations about biotin-polyQ binding: The group of Ron Wetzel

has worked on many experiments involving tagging of polyQ with biotin before
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and since 2005. The results of the 2005 experiment led to the understanding that

biotin-polyQ by itself cannot stably bind to growing fibrils, and that a “chase” of

unlabelled polyQ is necessary to fix the bound BQ29 in place. Over the years

however, a different picture has emerged. In a recent private communication,

Dr. Wetzel reported that biotinylated monomers tend not to give any signal when

bound far away from the growing end of the aggregate, while only those near

the current growing site seem to be observable.

Further evidence that strongly supports this hypothesis is presented in the doc-

toral thesis of Elizabeth Landrum, [4]. In this work, various quantitative exper-

iments on aggregation kinetics are presented. We discuss some of the relevant

experiments and their results below:

• Seeded elongation reactions: A “seed” in this context refers to an ex-

isting polyQ fibril with active growth sites, of a known weight and size.

This is measured using dynamics light scattering (DLS). Seeded elongation

was carried out by coincubation of the pre-formed seed with small polyQ

monomers (∼ 30 peptides long). By measuring the unbound monomer

concentration at various times with the help of a sedimentation assay fol-

lowed by reverse phase HPLC, the concentration of the amount of peptide

bound was monitored. The first 20% of the elongation data was used to

compute the pseudo-first order elongation rate constant, k∗.

• Growing ends reaction: The rate constant k∗ is an extensive quantity, i.e.

it depends on the aggregate weight and is therefore less reflective of the

microscopic nature of aggregation. The more useful quantity is the second-

order rate constant k+, which is expressed as elongation rate per unit aggre-

gate weight. In order to compute this experimentally, one has to keep track

of the number of growing ends while simultaneously carrying out seeded

elongation. The growing ends titration experiment is a method developed

by the Wetzel group to reliably measure the number of growing ends on

the polyQ aggregate. The experiment is very similar to the one described

previously, [17], but with one key difference: this experiment lacks the

quenching step. That is, unlabelled polyQ monomers are not added to the

biotin-polyQ+aggregate incubate. While the 2005 experiment results seem

to imply that this step is crucial for polyQ binding, this is in fact not the case

- over long timescales (hours), the biotin-polyQ binding is unaffected by the

presence of unlabelled polyQ.
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• The protocol to measure the amount of polyQ bound is also similar to [17]:

fluorescence counts of Eu-streptavidin bound to the biotin are converted

directly to number of biotins, which are assumed to be in one-to-one cor-

respondence with the number of growing ends. The counts are measured

after biotin binding saturates, which corresponds to all growth sites being

bound, it is argued.

• Comparison with [17] raises a basic question. Earlier, it was believed that

binding must be measured immediately after the quench, so as to prevent

multiple biotins binding on a single growing fibril. Then, why is it that in

the more recent experiment, saturation binding is measured? Shouldn’t

the same problem of multiple binding per site persist? In fact, shouldn’t

the problem be more serious here because all of the monomers are tagged?

No. Surprisingly, it is found that Eu-streptavidin binding does not depend

on the number of labelled polyQ in the elongated fibrils! Independent of

length, only one count is detected per growing end. EM images (see figure

2.5)further show that only the biotins at the very end of a growing fibril

bind to streptavidin and give a signal. The interior biotins are rendered

unavailable.

FIGURE 2.5: Electron Microscopy (EM) images of the polyQ fibrils tagged with
Au-streptavidin bound to biotin in the BQ29 monomers. Left: polyQ fibril
with biotinylated monomers incorporated, right: control with no biotinylated
monomers in the fibril. The black dots are signals. The signal observed is much
lower than the amount of biotin incorporated into the fibrils, and is seen not to

come from the bulk of the fibrils but from the ends. Source: [4]

• Could it be that only the end monomer contains biotin? No. By keeping

track of the total amount of monomer bound through sedimentation as-

say/HPLC, one can compare the amount of monomer bound to the amount

of monomer detected by fluorescence. It is found that at saturation, the
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number of monomers bound exceeds the detected biotin by a factor of 105.

This is very significant, as it shows that while biotin is present along the

entire fibril, only the end biotin is available for binding.

The final observation raises an interesting question about the mechanics of bioting-

polyQ binding: Why is the growing end of polyQ aggregates special? Why do

biotin-surface interactions along the length of the fibril (i.e. not on the growth

site) make the biotin unavailable to streptavidin with near-certainty?
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Problem Statement

We are now ready to formulate the main research problem. From the experi-

ments conducted by Wetzel et al, it is apparent that biotin-streptavidin binding

is selective of the surface to which the biotin is attached. In particular, strepta-

vidin has a strong preference for binding with biotin attached to growing ends

of the fibril. However, the reason for this selectivity has remained unclear. Ex-

perimentally, it is near impossible to “see” how individual biotin-streptavidin

interact close to a given surface (either growing or non-growing) of the fibril.

On the other hand, any theoretical model would have to capture the surface

chemistry of the aggregate and biotin with sufficient accuracy, if any quantita-

tive predictions are to be trusted. A verification of the model would also be

necessary.

In light of the challenges above, we propose instead to use a simulation-based

approach to gain an understanding into the behaviour of biotin attached to the

surface of a polyQ aggregate. The features seen in simulation may then be used

to construct simple theoretical models of the biotin-surface interaction.

A computational approach is well-suited to tackle this problem for several rea-

sons.

• Several computational and experimental studies have shown that polyQ fib-

rils are not amorphous but have a regular structure (at the peptide level).

It is therefore possible to study a representative block of the aggregate

(with periodic boundary conditions) while preserving the accuracy of the

simulation.

19
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• Different “faces” of the aggregate have a few different geometries, all of

which can be separately simulated. In particular, growing ends of all polyQ

fibrils are structurally similar to each other and distinct from other (non-

growing) ends of the fibril. Assuming the geometries and the biotin-surface

interactions can be represented accurately in simulation, the hypothesis

that biotin’s interaction with the surface has a structural dependence on

the surface geometry becomes numerically testable.

• Lastly, we note that the entire system can be represented with a collection

of no more than 104−5 atoms. An MD simulation with this system size is

tractable using standard computational resources.

As mentioned above, it is appealing to think that structural differences between

the fibril faces might be responsible for the selective binding of streptavidin to at-

tached biotin. Perhaps biotin (more accurately biotin-PEG-polyQ) interacts with

the substrate and becomes unavailable for binding depending on the geometry

of the underlying face on which it is attached. While this is not the only possible

hypothesis, it is the one we choose to explore, since it is elegant and easier to

set up computationally. Due to work done in [27–29] etc., we have an under-

standing of how the structure of a polyQ fibril might be. The exact biotinylated

monomer used in experiments is also known.

Therefore, the goal of this project is to simulate the interaction of a biotinylated

glutamine residue attached on either the growing or the non-growing face of a

polyQ fibril suspended in water, and to discover the mechanism responsible for

the differential binding of biotin to streptavidin when attached to different faces

of the fibril.
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Materials and Methods

4.1 Simulation techniques

Since all numerical methods are, to varying degrees, approximations, it is im-

portant to pick the method which is accurate for the system and the timescales

of interest.

Quantum mechanical (QM) methods are able to simulate the system exactly by

solving the relevant Schrödinger equation. However, they are limited to systems

of a few molecules due to the high computational cost. Hybrid Quantum Mechan-

ics/Molecular Mechanics (QM/MM) methods are an interesting compromise, as

they try to combine exact QM for a small group of atoms with MM for the larger

system.

In the biotin/polyQ system, it is unlikely that a QM/MM level accuracy will be

necessary. We are interested in the mechanistic differences between the biotin-

polyQ interaction at the two surfaces. On the other hand, this system may have

large memory times, so a time sampling on the order of microseconds may be

desirable.

All-atom numerical simulations generally face the trade-off of microscopic ac-

curacy vs. sampling timescale. Classical empirical methods are based on calcu-

lating a force-field which governs the atom dynamics. Force fields are all-atom

potentials which include few-body interaction terms with coefficients that are

calculated by fitting against quantum chemistry simulations/calculations or us-

ing observables in experiment. Force fields fix the bond configuration, and are

21
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thus unable to simulate electron exchange, bond-breaking etc. But by being

computationally inexpensive, force fields afford long sampling times.

One technique which can be useful in extending the simulation timescale, espe-

cially for systems with a regular and/or large-scale structure, is known as Coarse-

Graining (CG). Here, one identifies groups of atoms which are expected to exhibit

a collective behaviour and replaces such groups by pseudo-atoms. The coarse-

grained (CG) system then consists of such pseudo-atoms that interact with one

another. Starting from an all-atom force field, a CG force field must be derived

for the pseudo-atoms. Unlike all-atom simulations, CG methods ignore dynamics

which occur on length-scales smaller than the group size. However, CG simula-

tions can be carried out with longer time-steps than all-atom, and can as a result

be simulated for longer total times.

In evaluating the need to coarse-grain, the main consideration is the system size

(104−5 atoms) and the size of biotin, the molecule of interest. We note that the

biotin-surface interaction is likely to depend on the exact atom-atom interactions

(H-bond, Van der Waals, etc.), and it will be challenging to coarse grain the small

biotin molecule while preserving the accuracy of this interaction. Moreover, the

total system size is not prohibitively large. Therefore, we choose to carry out

all-atom simulations.

For the reasons mentioned above, we choose to use all-atom, classical MD for our

simulations. Next, we describe some of the theoretical aspects of MD, and then

move on to discussing the details of our MD simulation in section 4.3 onwards.

4.2 Molecular dynamics

4.2.1 Equations of motion

In classical dynamics, the state of a system can be specified by a finite number

N of independent coordinates qi and their time derivatives q̇i, i = 1, . . . , N . The

evolution of the state is governed by the system’s Lagrangian,

L ({qi} , {q̇i} , t) = T − V
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where T and V are the system’s kinetic and potential energy respectively. If L
has no explicit time dependence, then one can always express the kinetic energy

as a quadratic function of the coordinates,

T =
�

i

1

2
miq̇

2
i (4.1)

where mi is a mass term associated with coordinate i. For time-independent

Lagrangians it can be shown that the quantity E = T + V, called the energy, is a

constant of motion.

If all forces in the system are conservative, i.e. if the work done by each force is

path-independent, then the potential term is purely a function of the coordinates

qi.

The equations of motion are then given by the Euler-Lagrange formula,

d
dt

�
∂L
∂q̇i

�
=

∂L
∂qi

(4.2)

For conservative and time-independent forces, the above equation can be ex-

pressed as

miq̈i = Fi (4.3)

where Fi = −∂V/∂qi is the force on coordinate i.

In all-atom MD simulations, a system of N atoms is described by the coordinates

and velocities of each atom, which for 3-dimensional systems is a set of 6N real

numbers. Denote the coordinate and velocity vector of the i-th particle by �ri and

�vi (= �̇ri) respectively. The spatial configuration of the system is then given by

(�r1,�r2, . . . ,�rN) and the velocities by (�v1,�v2, . . . ,�vN).

Typically, molecular processes can be modelled reasonably well by forces with

no explicit time or velocity dependence, and therefore we may write the (uncon-

strained) equation of motion for particle i as

mi�̈ri = �Fi, (4.4)

�Fi = −∇�riV (4.5)
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The potential function V({�ri}) is called the force field.

4.2.2 MD integrators

Starting from a set of 6N − C initial conditions (where C is the number of con-

straints), the system configuration at time t can be computed by integrating the

equations of motions, 4.4. Since integrating analytically is not possible in most

cases, a numerical integration scheme has to be applied. Ordinary differential

equations such as 4.4 can be converted into a series of finite difference equa-

tions, in which the simulation time is divided into time steps with a spacing of

Δt between consecutive steps. The coordinates at the current time step are then

given as a function of the coordinates of a small number of previous time steps

(typically one or two).

In order to see how various quantities are related, we write out their Taylor

series expansions (for the i-th particle),

�ri(t+Δt) = �ri(t) + �vi(t)Δt+
1

2mi

�Fi(t)Δt2 +O(Δt3) (4.6)

�vi(t+Δt) = �vi(t) +
1

mi

�Fi(t)Δt+O(Δt2) (4.7)

Näıvely, we could truncate the Taylor series to obtain the following difference

equations:

�ri(tn+1) = �ri(tn) + �vi(tn)Δt+
1

2mi

�Fi(tn)Δt2

�vi(tn+1) = �vi(tn) +
1

mi

�Fi(tn)Δt

The force �Fi(t) in this and all future schemes is calculated from the force field V,

�Fi(t) = −∇�ri(t)V

This integration scheme is not time-reversible, since a sign reversal of Δt does

not preserve the equations. It is also not symplectic, so it may not preserve

phase-space volume. The discretization error is of the order O(Δt3), which can

accumulate over long times. Other schemes can reduce the order of the error. For
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example, the equations of motion in 4.4 may be discretized directly as follows:

�Fi(tn)/mi = �̈ri(tn) =
�ri(tn+1)−�ri(tn)

Δt
− �ri(tn)−�ri(tn−1)

Δt

Δt

=
�ri (tn+1) + �ri (tn−1)− 2�ri (tn)

Δt2

=⇒ �ri(tn+1) = 2�ri (tn)− �ri (tn−1) + �Fi(tn)Δt2/mi

This method, known as the Verlet integrator, has an error of order O(Δt4), a

significant improvement over the simple truncation method. The reason for this

improvement is that the odd Taylor terms from �ri(tn+1) and �ri(tn−1) have oppo-

site sign and therefore cancel out, for a constant time spacing. However, a major

limitation of the Verlet method is that velocities are not calculated explicitly;

they are however needed in order to compute important quantities such as the

pressure and temperature of the system.

This limitation can be overcome by explicitly computing the velocities at each

time step as follows

�vi(tn+1) = �v(tn) +
�Fi(tn) + �Fi(tn+1)

2mi

Δt

This integrator, known as Velocity-Verlet, is time-reversible and symplectic, mak-

ing it a very robust integration scheme.

Lastly, we introduce a variant of Velocity-Verlet, the leap-frog integrator, in which

velocities are computed at a half-step time shift from the displacements, as fol-

lows:

�vi(tn+1/2) = �v(tn−1/2) +
�Fi(tn)

2mi

Δt

�ri(tn+1) = �r(tn) + �v(tn+1/2)Δt

where we used the shorthand tn+1/2 = tn + Δt/2. Leap-frog has no advantages

over Velocity-Verlet; on the contrary, Velocity-Verlet provides velocities and dis-

placements at the same time point, making it more useful than leap-frog.
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4.2.3 N,V,T,E control

Systems with many degrees of freedom, such as those frequently encountered in

molecular dynamics, have two possible descriptions – microscopic and macro-

scopic. A microscopic description of the system is a specification of all the inde-

pendent coordinates (e.g. positions and momenta of all particles) as a function

of time. A macroscopic description of the system is given in terms of so-called

state functions or thermodynamic variables, which are global properties that are

measurable in the laboratory – temperature T , particle number N , Energy E,

Volume V , Pressure P etc. Since the timescale of measurement is much larger

than the dynamical timescale, the state functions are in fact long-time averages

over the evolution of the system. Thus, a function A of the configuration Γ, as

measured, is given by ([30])

Aobs = �A (Γ(t))�time = lim
tobs→∞

1

tobs

tobs�

0

A (Γ(t))dt =
1

Nobs

Nobs�

i=1

A (Γ(ti)) (4.8)

where in the last step we discretize the integral and express it as an average of

A over the Nobs time steps.

If the dynamics can sample the phase space of the system fully, i.e. if the evo-

lution is ergodic, then we expect that this time-average approaches an average

over the entire phase space of the system. This assumption (known also as the

ergodic hypothesis) is often applied while studying thermodynamical systems.

However, the entire phase space is too large, and so we select a representative

subset of configurations which, ideally, samples a certain probability distribution

on the phase space. This smaller collection of states is known as an ensemble.

For practical purposes, and ensemble is chosen by keeping a certain set of ther-

modynamic variables constant. Thus, we may have ensembles such as the NVE,

NVT or the NPT ensembles.

When performing a simulation in a given thermodynamical ensemble (such as

canonical, NVT, or microcanonical, NVE) the corresponding macroscopic vari-

ables should not change significantly over the course of the simulation - such

that, in the thermodynamic limit (N → ∞), they are perfectly invariant. The

volume of the simulation box is a simple function of the box vectors, for instance

V = xyz in the case of a rectangular box. During the simulation, the box vector
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sizes may also be treated as variables, as in the case of an NPT simulation. In

order to keep this function constant, a constraint is imposed on x, y, z.

Temperature control is desirable in order to study dynamics as a function of

temperature, or to simulate certain laboratory (or physiological) conditions. The

temperature of a system of N atoms in three dimensions can be expressed as the

time-averaged kinetic energy,

�1
2
mv2� = �K�time =

3

2
kBT (4.9)

During simulations, we use the ensemble average, under the ergodic hypoth-

esis. Then, temperature can be controlled by rescaling all the velocities by a

constant factor λ. This scales the temperature by a factor λ2 due to the quadratic

dependence ([31]). Then, the required factor is given by λ =
�
Treq/Tcurr.

In Berendsen coupling, the system is coupled to an artificial bath which is at the

desired temperature. The system temperature relaxes to the bath temperature

at a rate proportional to the temperature difference,

dT (t)
dt

=
1

τT
(Tbath − T (t)) (4.10)

where the temperature coupling time τT must be fed as a parameter. The tem-

perature change at each step is implemented by rescaling the velocities by the

correct factor.

Lastly, pressure can be controlled in ways similar to temperature. Under Berend-

sen coupling, the system is coupled to a pressure bath at the required pressure,

and the evolution of the system pressure satisfies a relaxation equation similar

to the one for T-coupling. The pressure coupling time τP must be specified.

In the NVE ensemble, the total energy is constant. In practice, numerical inte-

grators do not conserve energy from one step to the next. However, the leapfrog

integrator for example conserves total energy on average, as it is symplectic. The

kinetic energy and potential energy individually are not constant in a simulation;

this would imply that the dynamics is trivial. The energy is exchanged between

potential and kinetic, while the sum is constant.
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4.2.4 Force fields

In MD, a force field is a set of parameters that fully describe the potential func-

tion which appears, e.g., in 4.4. In the following section, we discuss force fields

in general for all-atom simulations, and introduce the two main force fields used

in this project. All-atom force fields provide a set of atom types which are used

to model the atoms within any given system. Each atom type is specified by

a set of non-bonded and bonded parameters, for the two types of interactions.

In order to derive these parameters, one has to identify a target dataset, i.e.

observables from analytical experiments (NMR, X-ray diffraction etc.), or from

semi-empirical or ab initio quantum mechanical calculations. For example, bond

lengths and angles may be obtained from vibrational spectra, and independently

ab initio. This target data then serves as a guide for parameter optimization, i.e.,

finding parameter values that best fit the target data.

The problem of parameter optimization is typically formalized as follows: we

represent the parameter space as an N -dimensional real vector x ∈ RN . For

the i-th target data, there is a mapping from the parameters to the data which

we denote by the function f sim
i (x). In other words, any given configuration of

parameters x gives an approximation for the i-th observable. In parameter opti-

mization then, one seeks to find the optimal parameter vector x, which provides

the best approximation to all the observables. For a collection of n target observ-

ables, where the i-th observable has the value (taken from experimental or QM

data) f exp
i , the objective function F is typically given by

F (x) =
n�

i=1

wi

�
f exp
i − f sim

i (x)

f exp
i

�2

This objective function has a quadratic form, and minimizing it corresponds to

a least-squares fitting of the parameters to the data. The problem of efficiently

and accurately optimizing parameters has been actively studied, [32–37]. The

main challenge here is that the objective function is a non-trivial function over a

large search space (RN where N may be on the order of hundreds), and we wish

to find the global minimum. Local methods such as steepest descent are unlikely

to produce the best parameter set, and one has to modify them or use heuristic

methods such as Monte Carlo, simulated annealing etc.
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Once optimized, the parameters are fed into the force field function, which is

a potential energy defined on the configuration space of the atoms. At a high

level, the force field may be written as

Vtotal = Vbonded + Vnonbonded

Each of the above terms is given in terms of additive energy components as

below

Vbonded = Vbond + Vangle + Vdihedral

Vnonbonded = Vcoulomb + Vvan der Waals

We discuss the above force field terms in greater detail in sections 4.2.5, 4.2.6

below.

4.2.5 Non-bonded interactions

There are primarily two kinds of non-bonded interactions in molecular systems:

Coulomb interactions and Van der Waals (VdW) interactions. Both are long-

range interactions with force functions that are given by decaying polynomials.

In the case of Coulomb interactions, the potential energy between two charged

atoms (with charges q1, q2) is given by

V 12
coul =

1

4π�0�

q1q2
r12

(4.11)

where � is the relative permittivity (or dielectric constant) of the medium, and

�0 is the vacuum permittivity. On the other hand, VdW interactions are typically

modelled by the Lennard-Jones potential as below,

VLJ = 4ε

��σ
r

�12

−
�σ
r

�6
�

(4.12)

where the parameters ε and σ are the well depth and the collision diameter

respectively. Out of the two terms above, second term which goes as r−6 cor-

responds to the long-range attractive VdW interactions, while the first term is a

r−12 repulsion which models the Pauli exclusion principle on overlapping elec-

tronic orbitals of the interacting atoms.
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VdW interactions originate due to correlations between the polarization of the

interacting molecules, charged or neutral. In theory, both kinds of interactions

have infinite range and therefore any of the O(N2) pairs of atoms in a simulation

will have non-bonded interaction terms. However, interactions become weak

at large distances, so cutoff schemes may be applied to reduce computational

overhead.

Another important observation is that the set of neighbours of a given atom

does changes slowly over the course of a typical simulation. Therefore, it is

computationally favourable to maintain a list of neighbours within a cutoff dis-

tance for each atom (the so-called Verlet list). The non-bonded terms of only

the atoms in the list are calculated. At a specified frequency, the neighbour list

is updated. The list cutoff distance and list update frequency are important pa-

rameters that depend on the resources available for computation. They are also

inter-dependent: a large cutoff implies that the neighbour list can be updated

with a lower frequency.

FIGURE 4.1: A depiction of the Verlet list. Source: [5]

The Verlet list is an atom-based method. While overall interaction energies are

small at distances near the cutoff, they may consist of a sum of large individual

interaction terms. The presence of an atom-based cutoff can then isolate some

of these large terms, leading to unphysical energy fluctuations during the sim-

ulation. The group-based cutoff can be used to resolve this issue. The system
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is divided into groups which are units containing a small number of atoms (for

example, a water molecule), and cutoffs are applied to entire groups and not

to individual atoms within the group. This is especially beneficial if groups are

charge-neutral, since the leading charged interaction terms are dipole-dipole,

which decay as r−3. Therefore, a group crossing the cutoff does not generate a

large fluctuation as before.

While cutoffs are very useful computationally, they come at a physical cost. An

abrupt drop to zero of the potential energy is unrealistic, and results in an infinite

force term at the cutoff. One way to ensure continuity is to use a constant shift,

V �(r) = V (r)− V (rc) below the cutoff distance rc. A more sophisticated method

is to add a linear term which ensures that the first derivative (i.e. force) is also

zero at the cutoff. However, this changes thermodynamic quantities such as

potential energy, and it is difficult to correct for this error. Another method is the

switch method. A switch function S(r), which decays from 1 to 0 between the

so-called cut-on and cutoff distances and is constant everywhere else, is used.

The potential V �(r) = V (r)S(r) gets “switched-off” smoothly between the cuton

and cutoff distances.

The cut-on and cutoff values must be chosen to accurately capture the dynamics.

A cutoff that is too small may ignore important long-range terms, while a very

large cutoff could be computationally too expensive.

While the use of cutoffs is usually justified for a fast-decaying Van der Waals

potential, the Coulomb potential must be treated more carefully. This is because

the Coulomb potential decays with a power that is smaller than the system di-

mension (see [31]). Methods such as the Ewald summation, which considers the

infinite images of charged atoms and sums their contribution in Fourier space,

can be used.
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4.2.6 Bonded parameters

FIGURE 4.2: An illustration showing the types of bonded terms commonly
found in force fields.

In biomolecular systems, atoms are covalently bonded to each other via electron

cloud sharing. While inherently quantum mechanical, these interactions can be

well-modelled by classical terms which are simple functions of the atom posi-

tions ([38–40] etc.). Moreover, while the complete energy function depends on

the position of all atoms simultaneously, it often suffices to consider only up to

four-body interaction terms. Higher orders add to the computational expense

but may not significantly improve the accuracy.

1. The first kind of term is bond stretching which is typically a simple harmonic

function centered around the bond length. For two atoms connected with

a bond, with indices i, j:

Vbond(�rij) =
1

2
kb
ij(|�rij|− bij)

2 (4.13)

2. An angle formed by three consecutive bonded atoms (with indices i, j, k)

may undergo vibrations which is capture by the angle bending term.

Vangle(θijk) =
1

2
kθ
ijk(θijk − θ0ijk)

2 (4.14)

3. The first of two four-body terms is the dihedral function. This term models

the change in energy when the central bond in four consecutive atoms ro-

tates. If the four atoms are A−B−C−D, then the rotation of B−C causes

a change in the relative alignment of atoms A and D. The parametrization
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of dihedral terms is often a crucial task, since the structural dynamics of

molecules depends very sensitively on the dihedral parameter values. As

the dihedral angle is varied, there may be large energy variations coming

from the long-ranged Coulomb interaction (between atoms A and D in the

previous example). Dihedral parametrization must therefore be compati-

ble with the assignment of partial charges to the atoms.

Dihedral terms are modelled by sums of sinusoidal functions of the torsion

angle. They are typically expressed as sum over the order n, which is the

frequency of individual sinusoids, e.g.,

Vdihedral(φijkl) =
�

n

Vn

2
(1 + cos (nφijkl + φn)) (4.15)

4. Lastly, we have the improper dihedrals, which model the out of plane mo-

tion of one atom with respect to the other three atoms. The plane of refer-

ence is uniquely defined by the three latter atoms (jkl). For an out-of-plane

displacement of d, the improper dihedral term is given by

Vimproper(d) =
1

2
kd2 (4.16)

4.2.7 Boundary conditions

Due to limited computational resources, one cannot simulate a macroscopic sys-

tem atomistically. Instead, we only simulate a sample which is assumed to be

representative of the bulk of the system. Typically, sample sizes are within 106

atoms, which is a very small number compared to one mole, or 1023. In order

to correctly reproduce bulk properties, the surface effects must be minimized.

However, even in a sample of 106 atoms, a significant number of atoms (∼ 104)

is at the surface. The presence of a sharp boundary can affect the results, even

if the object of interest lies far within the boundaries.

Surface effects can be overcome by using periodic boundary conditions. The box

is replicated along the box vectors to create an infinite lattice throughout space.

The boundaries are then no longer between the system and vacuum but between

the system and its periodic image. For any given atom, the motion of any of its

images matches the motion of the atom exactly, up to a lateral shift. Atoms are
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allowed to cross image boundaries, in which case they “reappear” from the op-

posite wall of the box. Thus, there are no real boundaries in the system and the

choice of the box becomes arbitrary (as long as its dimensions and orientation

are preserved).

The periodic system is infinite. In order to avoid calculating an infinite number

of interaction terms, or double counting interactions due to images, a minimum

image convention is implemented. In this, an atom only interacts with the closest

image of another atom.

FIGURE 4.3: The minimum image convention. Source: [6]

Periodic boundary conditions can become unphysical when the system itself is

non-periodic. A common example of this is a biomolecule in a solvent. While

the solvent medium has translational symmetry (although for a discrete solvent,

this is only approximately true), the molecule itself is not periodic in space. Any

interaction between the molecule and its images is then unphysical, and must be

avoided. In such cases, the dimensions of the box must be large enough so that

the non-periodic components do not see their images. In other systems which

are partially (lipid bilayers) or fully (3-d crystals) periodic, periodic boundary

conditions are very helpful.
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4.3 Setup

In this part we discuss the computational setup of the system. We simulated

using two force fields Chemistry at HARvard Macromolecular Mechanics (CHARMM)

36 [39] and Assisted Model Building with Energy Refinement (AMBER) 14 [38]. For

each force field we simulated two different geometries which we refer to as front

(corresponding to the growing face) and top (non-growing face).

4.3.1 Polyglutamine sheet

Amyloid fibrils are known to be rich in β structure, with certain recurring mo-

tifs such as β-hairpins, arches, solenoids [3] forming the building blocks of the

aggregate. The arrangement that describes a large class of amyloid fibrils is the

stacked cross-β sheet geometry. Here, the β-strands (shaped like either hairpins,

arches etc.) lie orthogonal to the fibril axis and form a β-sheet via H-bonds

that run parallel to the fibril axis. Sheets are stacked along an axis perpendicu-

lar to the fibril axis, and the stacking is facilitated by interdigitating side-chains

between the sheets. β-chains within a sheet may be aligned in a parallel (all

chains oriented along the same direction), or anti-parallel (alternating orien-

tations) manner. PolyQ fibrils are characterized by β-hairpin strands forming

anti-parallel β-sheet [2, 27, 41].

FIGURE 4.4: Interdigitation of side chains in the stacked β-geometry.
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The full polyQ fibrillar aggregate (in particular the polyQ stretch thereof) there-

fore has a stacked beta-hairpin geometry, where each hairpin is a folded polyQ

strand.

The β-sheet considered here is a slice across all the stacked hairpins of only the

topmost β-chain in each hairpin (see figure 4.5). This system is smaller and

hence easier to simulate, and it may capture all the relevant interactions since

the biotin will be attached to the topmost layer of the aggregate. Moreover,

we have periodic boundary conditions (PBC) with bonding enabled across the

boundaries, so that we effectively simulate a stack of quasi-infinite sheets of

polyQ immersed in solvent. PBC are also turned on in the direction perpendicular

to the sheet, so that there are an infinite number of sheet stacks separated by a

water column. However, the box height was chosen to be large, so that neither

the sheets nor the fully extended biotinylated GLN residue could interact with

the vertical image. Such an interaction would be unphysical.

FIGURE 4.5: An illustration of the two simulated systems, top and front. In
each system we have a polyQ fibril with antiparallel β chains (red/cyan) in
the horizontal direction. The sidechains interdigite in the stacking direction,
forming “steric zippers”. The two systems were simulated separately; here they
are positioned next to one another only to illustrate their relative orientation.

In each case, periodic boundary conditions apply in the plane of the sheet.
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4.3.2 Water model

Force fields are equipped with standard libraries for the simulation of water

molecules in the solvent medium. Models range in complexity from implicit

solvent, where the solvent is simply taken to be a continuous medium with a

modified dielectric constant, to multi-site water models where, in addition to H

and O atoms, other virtual sites are added in order to more accurately simulate

the electronic distribution in the molecule. We refer the reader to the follow-

ing review [42] for details on water models. In our simulations, the 3-point

model TIP3P [43–45] was used. This model is fast and captures the essential

mechanical features of water (three atoms, correct bond lengths, HOH angle

and energies).

4.3.3 Biotinylated glutamine (GLNp)

We denote the biotinylated glutamine residue used in the experiment [17] by

or GLNp. GLNp consists of three main components, a glutamine (GLN) whose

backbone is free to form peptide bonds, a polyethyleneglycol (PEG) chain (with

a few extra Carbons or Nitrogen on the ends) and finally, a biotin molecule. The

components are connected via peptide bonds: GLN connects to PEG via the side

chain N, while PEG links to the Carboxyl “tail” of biotin. See figure 4.6 below

for the structure of GLNp.

The residue is approximately 2 nm in length when fully extended. The C-C

dihedrals rotate freely at room temperature, but the linking peptide bonds are

initially fixed to the trans- configuration (they stay this way due to the high

energy barrier associated with their rotation).
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FIGURE 4.6: The schematic structure of a biotinylated polyQ monomer (top),
and a molecular view of the GLNp residue used in our simulations (bottom).
The blue box demarcates the biotin and the red box the PEG linker. Between
PEG and KKQ29KK we have a single Q residue. The biotin-PEG-Q is thus a
modified residue (referred to as GLNp) which is attached to the polyQ fibril.
Note that Lysine (K) residues are commonly added to the N- and C- termini for
in vitro studies, since they help solvation of the polypeptides [4]. They were

however omitted in our simulations.

4.3.4 Box

For both top and front configurations, the box vectors are determined by the pe-

riodic geometry of the sheet in the two planar dimensions and the fully extended

length of the the GLNp in the perpendicular dimension.

Top face: In the plane, each β-strand bonds to its periodic image in the di-

rection parallel to the β-strands. This forms a sheet of infinite β-strands aligned

anti-parallelly. Neighbouring strands are within H-bonding distance, so that

there for each pair of neighbouring residues, there are 2 H-bonds between the

side chains and two at the backbone. The β-strand at the edge of the box H-

bonds with the periodic image of the strand at the opposite edge.

In the direction perpendicular to the sheet, the box height is determined by the

extended length of GLNp plus the thickness of the sheet. This total length is

approximately 4 nm in our system, so with a cushion distance of 1 nm, the total

box height was set to approximately 5 nm.
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FIGURE 4.7: Top face. On top, we see the anti-parallel alignment of β-strands
along the top surface, with the GLNp residue attached. A side view of the same
geometry is presented in the bottom graphic, in which side chains are coloured

golden while the backbone is coloured black.



Chapter 4: Materials and Methods 40

Front face: In the front configuration, the sheets are arranged such that the

side chains (which point perpendicular to the sheet face) of neighbouring layers

interdigitate. The box vector parallel to the side chains must be such that the

sheet close to the upper edge meshes with the periodic image of the sheet near

the lower edge. In the planar direction parallel to the strands, the box vector

must again allow peptide bonding across the box edge. Finally, in the direction

perpendicular to the “front face” of the polyQ system, the total box length must

exceed the extended GLNp length plus the sheet thickness. Again, a length of 5

nm suffices.
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FIGURE 4.8: Front face. On top, we see (a slice of) the anti-parallel β-sheets
stacked vertically, with the GLNp residue attached to what we call the “front”
face. A side view of the same geometry is presented in the bottom graphic, in
which side chains are coloured golden while the backbone is coloured black.
The side chains are seen to interdigitate along the stacking direction (top to

bottom).
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4.4 Parametrization of GLNp

GLNp consists of three main components, a GLN whose backbone is free to form

peptide bonds, a PEG chain (with a few extra Carbons or Nitrogen on the ends)

and finally, a biotin molecule (see figure 4.6). The components are connected

via peptide bonds: GLN connects to PEG via the side chain N, while PEG links to

the Carboxyl “tail” of biotin.

Each force field (CHARMM and AMBER) has pre-existing topologies for glu-

tamine. However, the GLNp molecule topology does not exist and has to be

created, either from semi-empirical calculations or using the simpler and faster

approach of assigning parameters by analogy. In the latter method, the atom

types are generated by fitting parts of the molecule to an existing database of

chemical groups, and choosing the assignment that shows the biggest match

with existing types. For both CHARMM and AMBER, there are freely available

programs that assign parameters this way. We discuss them later in this section.

For each force field, we have tried to find a procedure which takes as input a

structure file of the molecule, containing a list of atom names and bonds, and

returns a Gromacs itp (or top) file corresponding to the molecule and described

following the force field. The idea behind this is that the input is a minimal

specification of the molecule, while the output is a file that can be used directly

to run simulations involving the molecule. Everything in between runs through

scripts.

4.4.1 Charge and atom type assignment in AMBER

AMBER makes available on its website (http://ambermd.org/) a freely down-

loadable collection of tools called AmberTools. It contains packages for a variety

of applications, but the ones of interest to us are Link, Edit and Parm (LEaP)

and antechamber. In fact, these packages too have broad functions: LEaP is

a molecule building program in which one can also make AMBER topologies,

while antechamber provides the means to convert between various file types.

Perhaps the most common use of antechamber is to assign charges and atom

types and prepare force field descriptor files. These files can then be read by
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LEaP to generate AMBER topology and coordinate file (typically .prmtop and

.inpcrd respectively).

Antechamber is run with a command of the following form: antechamber -i

[INPUT] -fi [INPUT FORMAT] -o [INPUT] -fo [OUTPUT FORMAT] -[OTHER OP-

TIONS] In our case, the input format is a pdb file, while the output may be a

mol2 file. In other options, we must specify: the method to assign charges (-c

[METHOD]), and the atom types to use (-at [TYPES]).

Antechamber provides various options to assign charges - RESP, CM1, ESP (Koll-

man), Gasteiger, AM1-BCC, CM2 and Mulliken. Some of these expect a specific

form of input. For example RESP requires an output file from the program Gaus-

sian as input. We use AM1-BCC, which is parametrized to reproduce HF/6-31G*

RESP charges, and is also recommended as a fast and efficient method in the

AMBER documentation http://ambermd.org/doc12/Amber14.pdf.

The atom types option fixes the naming convention for assigning atom types, so

that all atoms are mutually compatible. The documentation claims that General

Atomic Force Field (GAFF) and AMBER types are compatible with each other,

allowing one to mix the two, and it further recommends GAFF for non-standard

residues. Indeed, we use GAFF types for GLNp.

4.4.2 Charge and atom type assignment in CHARMM

CGenFF The CHARMM General Force Field (CGenFF) is program developed

primarily by the MacKerell Computational research laboratory at the University

of Maryland School of Pharmacy, and the Center for Computational Sciences

at the University of Kentucky. It is part of a larger ParamChem project, which

additionally includes contributions from the National Center for Supercomput-

ing Applications and the University of Florida. The URL can be found here:

https://cgenff.paramchem.org/, with more detailed information available at

the MacKerell lab website: http://mackerell.umaryland.edu/~kenno/cgenff/

program.php.

CGenFF is a program designed to perform a charge and atom type assignment for

the CHARMM force field in a fully automated manner. Complete parametriza-

tion of new molecules is often challenging and nuanced due to the complexity
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of the QM calculations and the consideration of many likely scenarios to find

a “best fit” for the molecule. However, it can be very helpful to obtain an ini-

tial assignment which may be modified to fit experimental data or ab initio (or

other) calculations. CGenFF provides precisely this functionality for CHARMM by

performing a type and partial charge assignment on the input molecule by anal-

ogy. That is, CGenFF compares parts of the molecule to a (growing) database

of fully parametrized functional groups and finds a maximally satisfactory pa-

rameter assignment. In addition, CGenFF provides a penalty score for each atom

parametrized, which is a rough indicator of the accuracy of the assignment. Ac-

cording to the MacKerell lab website, a score between 10 and 50 indicate that

basic validation is recommended while scores higher than 50 usually imply the

need for additional optimization.

The input to CGenFF consists of a mol2 file (or a pdb file with complete bond

information). While the input structure need not be geometry optimized, all Hy-

drogens should be present and each bond should have the correct order. CGenFF

returns a CHARMM stream file (extension .str) which contains the parameter

assignment and also the penalty scores for each atom. Since the atom types are

assigned from existing CHARMM types, many bonded parameters also exist by

default in CHARMM. The str file lists any additional bonded parameters to be

included.

cgenff charmm2gmx.py This free program allows the user to produce gro-

macs topology and structure files from a CHARMM stream file (containing pa-

rameters and topologies) input.

4.4.3 Other programs used

Various existing software was used for the preparation of GLNp topologies in

both AMBER and CHARMM. In this section, we give an introduction to each

tool.
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Visual Molecular Dynamics (VMD) Visual Molecular Dynamics (VMD) is a

free molecular viewing and analysis software developed by the Beckman Insti-

tute of Advance Science and Technology at the University of Illinois at Urbana-

Champaign. VMD provides an intuitive GUI in which one can load multiple

structure files (as pdb, gro etc.) at a time and apply spatial transformations

(translation, rotation, scaling etc.) with mouse commands. MD trajectories can

be loaded and viewed as movies in VMD. The URL to the software’s website can

be found here: http://www.ks.uiuc.edu/Research/vmd/.

VMD provides some extra tools or plugins for various editing and analysis. A

plugin called “molefacture” may be used to move atoms individually, modify

bonds and add or delete atoms.

UCSF Chimera Like VMD, Chimera is a freely downloadable software for

molecule viewing and analysis. It is made available by the Resource for Bio-

computing, Visualization, and Informatics (RBVI) at the University of California

San Francisco (UCSF), with funding from the National Institute of Health. The

URL to the software’s website can be found here: https://www.cgl.ucsf.edu/

chimera/.

With Chimera one can view molecular structure files in various formats, in par-

ticular pdb, gro and mol2. One may also load MD trajectories into Chimera. The

main use of this software for our project was in structure editing, which can be

done in a very user-friendly and interactive way. Another advantage of Chimera

was the ability to store structure files as .pdb or .mol2 with bond information, a

feature that is lacking in the other main molecule viewer used, VMD.

Lastly, in Chimera one may also assign Hydrogen bonds and partial charges to

a molecule. However, we did not use these features. Instead, the initial struc-

ture had the correct number of H atoms per site and partial charge assignment

was done for the CHARMM (AMBER) topology was done through CGENFF (an-

techamber), and later modified by hand.
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4.5 Pre-production

We discuss some of the steps (including some trials and errors) in ensuring that

the polyQ sheet is stably prepared for long production runs. The basic procedure

is sketched below:

• Energy minimization (steepest descent). Put restraints on Cα so that the

structure remains planar due to H-bonding. A magnitude of 100000 in

each direction is sufficient.

• Vacuum relaxation. At this point the position restraints are lifted and the

system is allowed to relax in vacuum with bond constraints. The structure

remains intact.

• Solvation. We solvate “gently” (2 ps with 0.2 fs time step), turning the

Cα restraints on. No pressure coupling, 2 LINCS iterations. The structure

remains intact.

• (Small) production. Now the restraints are again lifted, and the solvated

system is run using the “md” (i.e. leapfrog) integrator for 2 ns with a

time step of 2 fs. The sheet remains intact, although it does develop some

standing modes of low amplitude and frequency.

Initial structure The initial structure was obtained by replicating a single Q20

β-chain obtained from Jan Daldrop. 12 β-chains were placed laterally such that

each chain was antiparallel to the next chain. Moreover, the alignment was such

that the appropriate O and H atoms of consecutive chains are aligned and close

enough to form a H-bond (i.e. < 4 Å apart). The chains were then all in the x-z

plane, with the z-axis parallel to the chain backbone. The x-z dimensions were

(approximately) 6 nm×6 nm, while the y dimension was set to 3 nm since this

is a sufficient distance to avoid interactions between the sheet and its periodic

images.

Vacuum relaxation Early attempts to relax the single layer sheet in vacuum

or water without any position restraints resulted in the following irregularities

in the structure:
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1. The β-chains have a tendency to drift away from one another, creating one

or more “rifts” in the sheet across which the H-bonding is too weak.

2. The individual strands may also develop twists independent from one an-

other, breaking the alignment necessary for H-bonding.

3. Lastly, the sheet tends to develop a standing wave out of the plane.

These are undesirable features since the top layer of the fibrillar aggregate is ex-

pected to be a flat sheet with tight spacing between neighboring chains. There-

fore, we first ensure that the box dimensions (especially the x-dimension) are

tight. [should match dimensions in [27]]. Then, we relax the sheet in vac-

uum with large position restraint forces on the Cα atoms (100000 kJ/mol in

each axis). This ensures that the backbones are fixed while the side chains are

allowed to relax with respect to each other. Then, we relax again without re-

straints on Cα. Finally, the sheet structure is intact, with the correct spacing

between chains and the side chains aligned vertically out of the plane.

Solvation Once the structure is relaxed in vacuum, the solvent molecules are

added. We use TIP3P water. With a time step of 0.2 fs, the sheet+solvent system

is run for 2 ps. The Cα restraints are kept on, pressure coupling off, and a total

of two LINCS iterations.

Production This is a 2 ns simulation. The β-sheet remains intact throughout

this simulation. However, the sheet does not stay flat but stabilizes into a stand-

ing wave. With a single periodic sheet this issue may be unavoidable because

the β-sheet geometry is expected to have non-zero curvature and the periodic

boundary conditions allow for standing waves of certain frequencies.

In order to get a flat geometry, multiple interdigitated layers of the β-hairpin

may be required. Given computational resource limitations, we would like to

use the minimum number of layers required to simulate the appearance of a real

fibril. So, We perform the above production run on a two-layer beta-sheet. If the

interdigitated side chains between the sheets provide sufficient rigidity to the

system, using two layers will suffice for the main runs.
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4.6 Computational resources

We were granted computing time by the HLRN cluster for a total of three quartals

(each quartal is a three-month period). In each quartal, we have been allotted

20 kNPL. In total, this allows us to run eight sets of 1 µs on each of the four test

cases (a total of 32 µs).

The general-purpose parallel processing system on HLRN is called mpp or massively

parallel processing system. There are other specialized systems such as smp or

symmetric multi-processing system, which is intended for jobs with high mem-

ory and local disk I/O demands. When submitting a job to the cluster, one may

request nodes with a certain node feature: mpp, ccm, smp etc. based on the job

at hand. Alternatively, a node class can also be requested Each mpp node consists

of 24 individual cores, and there is a maximum of 256 mpp nodes. When one

submits a job requesting mpp nodes, a minimum of 4 nodes must be requested.

However, in order for Gromacs to parallelize over 4× 24 = 96 cores, the system

must have a certain minimum size. Unfortunately, the water box is too small

and so we always submit two systems per 4 nodes. This is well within the 75%

scaling threshold (which we computed from trial runs), which allows for up to

four nodes for a single job.
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FIGURE 4.9: Scaling of the runtime as a function of the number of cores used.
The scaling is sublinear in general, but we generally regard the optimal number

of cores to be the value at which we have 75% scaling.



Chapter 5

Results and Discussion

In MD, trajectories are given in the form of large data files which contain infor-

mation about every atom in the simulation over time with some specified rate

of sampling. This information can be selectively extracted and several quantities

of interest can be monitored over space and the time duration of the trajectory.

Our data was analyzed in several ways, which we discuss in the sections below.

5.1 Trajectories

5.1.1 Maximal sampling

We ran MD on four systems of interest - corresponding to all combinations of

geometry and force field, {top, front} × {CHARMM,AMBER}. Recall that “top”

here refers to the non-growing faces of the fibril while “front” refers to the grow-

ing face. For each case, the computational resources from HLRN allowed us to

run eight MD simulations of 1 µs each. Ideally, it should be the case that the

eight trajectories are mutually uncorrelated, and explore independent regions

of configuration space. This would hypothetically correspond to an eight-fold

enhancement in the sampling. However, this is challenging to achieve in prac-

tice, since one has to certify that the eight initial configurations (and their initial

velocities) are all mutually independent.

One solution may be to generate configurations uniformly at random, and then

set up eight random configurations of GLNp and the sheet. The velocities may

49
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be randomly generated from the Maxwell distribution. However, this is tedious

in practice since each configuration has to be generated by hand.

On the other hand, one could run a small trajectory starting from an initial

configuration and pick time points at random - would the configurations at these

time points be random? We argue that this is unlikely to be the case, since this

system is expected to have a long memory time, possibly on the order of 102

ns. Therefore, there is the danger that the eight trajectories would be correlated

with one another, up to a time shift.

Is it possible to generate varied trajectories starting from the same initial config-

uration on all runs? This would overcome the practical issue of generating eight

uncorrelated configurations, and would also make the runs more comparable,

due to the identical initial state. As an extreme example, consider what happens

when all eight initial configurations have identical positions and velocities. In

this case, each trajectory will be exactly identical have we do not gain any en-

hancement in sampling. However, if the velocities are randomly generated, then

the configurations have different instantaneous trajectories at t = 0. In order for

these trajectories to diverge, we should choose an initial configuration which is

as close to an unstable equilibrium (or a “crest”) in configuration space as pos-

sible. Moreover, the configuration space near this point should look isotropic -

in other words, there should be no preferred direction. This way, we can expect

that random initial velocities will lead to maximally divergent final trajectories,

leading to enhanced sampling.

With this in mind, we choose an initial configuration where the GLNp residue

is fully extended and perpendicular to the sheet. In this configuration, GLNp is

extended furthest from the sheet, and so we may expect that the local energy

landscape is least affected by the interaction of the GLNp with the sheet. More-

over, it is unlikely that this configuration is stable, since all previous trial runs

have demonstrated that the residue tends to “fall” onto the sheet along some

azimuthal direction. For each run, we started with the same fully extended con-

figuration, assigned initial velocities randomly from the Maxwell distribution,

and then relaxed the system in NVT and NPT.
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5.1.2 Observations and discussion

The relaxed systems were evolved for 1 µs per run. Various interesting features

emerge from the trajectory of GLNp atop the sheet, which we will discuss in this

section. The trajectories may be visualized using a program such as VMD. In Figs.

5.1 and 5.2 below, snapshots of the attached GLNp residue have been shown for

both the front and top faces at various times in the trajectory. The times have

been chosen to span the timescales sampled in this simulation, from 1 ns up to

1000 ns (i.e. 1 µs). While these figures do not represent all trajectories, they

reflect features that are typical to all other trajectories. We refer the reader to

these figures for the rest of the discussion.

FIGURE 5.1: GLNp configuration at various times when attached to the “front”
face of the fibril.



Chapter 5: Data Analysis 52

FIGURE 5.2: GLNp configuration at various times when attached to the “top”
face of the fibril.

The GLNp head group (consisting of two adjoining pentacyclic rings) has a strong

affinity to the surface of the sheet due to the high availability of H-bonding sites.

This is seen in both the front and top (5.1 and 5.2 resp.), where the biotin head

group has a tendency to remain close to the sheet surface (as early as 10 ns

for the top surface). However, the configurations of GLNp are different when

attached to the top and front surfaces. On the front face, the GLNp tends to “lay

flat” against the surface such that it the residue is extended and parallel to the

front face.

On the top however, the situation looks different. we see that the biotin head

has a tendency to get embedded between the GLN sidechains emerging vertically

from the surface. The head is seen to lock in these positions for over ∼ tens of ns



Chapter 5: Data Analysis 53

at a time, and is H-bonded with most of the neighbouring sidechains. It is also

sterically locked in place, which adds further stability to these configurations.

Due to the rotational degrees of freedom available to the single C-C bonds along

the GLNp chain, the GLNp head is able to embed itself into the sheet at any

point within the fully extended radius of GLNp (∼ 2.5 nm). Thus, the GLNp

head tends to have periods of free evolution in the solvent, then “finds” a pocket

between side chains on the surface, and then spends a long time embedded in the

same pocket. The rest of the GLNp chain explores available “loop” configurations

during such periods when the head is locked.

This embedding mechanism was not seen for any of the frontal trajectories, and

as such, seems to be a highly unlikely configuration. We may attribute this to

the face that the front surface is more closely packed than the top face. This

is because the front face is made up of interdigitated, stacked β-chains. The

β-chains are also H-bonded (anti-parallelly) with interior chains; moreover, the

side chains are parallel to the surface. Due to this rigid structure, the biotin

head is perhaps unable to become embedded into the surface. On the top face

however, the surface side chains are perpendicular to the sheet. They possess

more freedom than the interdigitated side chains - quite like hairs on a surface.

Thus, the biotin head has a lower barrier to sampling the embedded states.

Purely from the trajectories, one can guess that biotin attached to growing faces

(i.e. the “front” face in the simulations) will be more available for binding than

biotin on non-growing (i.e. “top”) faces. The observations on the trajectories

also support the thinking that the preferential binding seen in experiment, [4,

17], comes about due to the geometric differences between the surfaces of the

nearly crystalline polyQ fibrils. Next, we present some quantitative analysis on

these differences.

5.2 Density profiles

In the earlier section, we observed that the GLNp head group behaves differently

on the top and front faces. In particular, it has a tendency to become embed-

ded between side chains on the top face frequently and for long time periods.

Therefore, we expect that the head group is on average closer to the sheet in top

configurations than in front configurations. The information most relevant to us
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is then the spatial distribution of the GLNp atoms over the sheet surface. For a

well-sampled run, the density profile along any reaction coordinate samples the

free energy landscape along the reaction coordinate. We can compute the free

energy profile from the density profile, up to an additive constant.

In experiments, it is the double-ring head group of biotin that forms a complex

with the tagged streptavidin. Therefore, we are interested in probing the avail-

ability of the head group at the front and the top face. Since streptravidin is a

large molecule, we expect that it would not be able to bind to the biotin heads

that are close to the polyQ fibril surface.

We selected the biotin oxygen (see Fig. 4.6) as the atom representing the head.

There are a few reasons for this choice:

• The oxygen atom is a reactive center of biotin and is involved in strepta-

vidin binding (along with the neighbouring N atoms and the S atom on the

opposing ring),

• The oxygen is the most “exterior” heavy atom in the ring, extending out

through a carbonyl atoms, and

• It is more intuitive to track a single atom than the center of mass of a group

of atoms.

Therefore, we extract the coordinates of the biotin oxygen and also the backbone

Cα of the GLNp, which is taken as a reference point for measuring the end-to-

end vector (see Fig. 5.3 below). It is reasonable to consider a single Cα as the

reference, since the underlying sheet is very stable, and backbone atoms have

very little motion.

Further, we write out the box vectors at each time point, since the box dimen-

sions do not remain constant throughout the simulation. Since the box vectors

determine the spatial periodicity, the knowledge of box dimensions at each time

point allows us to accurately correct for any boundary crossovers. Subtracting

the coordinates of the Cα from the O (after correcting for boundary crossovers),

we derive spatial profiles of the O atom with respect to the underlying sheet.
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FIGURE 5.3: An illustration of the end-to-end vector of GLNp

First (and perhaps most important) is the density profile of the O atom vs. dis-

placement perpendicular to the sheet (which we henceforth denote as y). The

distance of the biotin head from the sheet is an important factor in the avail-

ability to streptavidin, which is a large complex with a diameter of ∼ 5 nm

[46]. Further, we note that for the top face, the side chains extend about 0.45

nm above the backbone in the y-direction. For a well-sampled trajectory, the

y-profile is very telling of the interaction between biotin and the sheet surface.

In Fig. 5.4 below, we present the aggregate density profiles for all four cases

(front/top and AMBER/CHARMM). For each case, the profile shown is an av-

erage over all eight independent runs, and the error bars are taken to be the

point-wise standard deviations.
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FIGURE 5.4: Plots of (normalized) density vs. vertical displacement of the biotin
head group above the sheet.

Additionally, we may look at the cumulative probability as a function of height

above the sheet. In other words, the probability that the head lies below a certain

height y, as a function of y. The aggregate profiles for the four cases (over all

eight individual runs in each case) is given in Fig. 5.5 below.
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FIGURE 5.5: Plots of (normalized) cumulative density vs. vertical displacement
of the biotin head group above the sheet.

The cumulative density profiles provide a sense for how sharply the density of

the biotin head group drops off with height. In the case of the top geometries,

there is effectively a cutoff at ∼ 0.5 nm above the sheet (i.e. backbone CA).

This is interesting, since the height of the GLN side chains above the sheet is

approximately 0.45 nm (see Fig. 5.12). Thus, the GLNp head is primarily to be

found within a height which is comparable to the height of the side chains on the

top face.

Next, we discuss each of the four cases in greater detail, commenting on simi-

larities and differences between them. Since two force fields have been used to

simulate the data, our strategy will be to identify common features seen in the

corresponding CHARMM and AMBER simulations. We argue that similar fea-

tures are likely to correspond to the intrinsic features of our system. Differences

in the two force fields are also interesting, and could shed light on numerical

differences between the force fields, inaccuracies, or other artifacts.
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5.2.1 Front-CHARMM

FIGURE 5.6: Density and cumulative density profiles for the Front-CHARMM
case.

The Front-CHARMM profiles in Figs. 5.1 and 5.2 (colored blue) show that the

GLNp head is primarily found between separations of 0.3 to 1 nm from the sheet

surface. Note that his separation is measured from the backbone CA.

In Fig. 5.6 above, we also show the individual density profiles for the eight runs.

The sets show, to varying degrees, that the biotin head has a preference for three

heights above the sheet: 0.3, 0.5 and 0.8 nm. We may guess that the first height

corresponds to H-bonding distance from the sheet. It is likely that the other two

maxima (since they are seen in each independent run) each correspond to the

same class of metastable configurations. Note that the frequency drops to zero

at around 2.5 nm as this is the fully extended length of GLNp.
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5.2.2 Front-AMBER

FIGURE 5.7: Density and cumulative density profiles for the Front-AMBER case.

In the above figure (Fig. 5.7, we show individual density profiles for the AMBER

runs (front configuration). Now, we may begin to compare the results of the two

force fields used in this analysis.

The first similarity between the CHARMM (5.6) and AMBER (5.7) profiles is the

presence of three maxima which agree in their locations. Moreover, they agree

qualitatively: the maxima at 0.3 nm are sharp and the tallest, followed by the

0.5 nm maximum and then the 0.8 nm peak (which is also the broadest in both

force fields). Therefore, we may conclude that the three peaks correspond to a

physical feature in the system, namely the existence of metastable states close to

the sheet.

Now, we point out some differences between the CHARMM and AMBER profile.

First, the density in AMBER is, on the whole, shifted closer to the sheet as com-

pared to the density in CHARMM. This is readily apparent when one compares

the tails of the density distributions (in the range of 2-2.5 nm). This is a dif-

ference that will be recur, and it is likely attributable to the differences in force

field parametrization (especially non-bonded parameters). Essentially, this dif-

ference leads to a greater affinity between the biotin and the sheet in the case

of AMBER. Secondly, the peaks in AMBER are also seen to be sharper than the

CHARMM peaks. One possible way for this difference to arise is that in AMBER,

energy minima are deeper than in CHARMM. Since the temperature (and hence

energy scale kBT ) is the same for simulations in both force fields, the AMBER
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energy minima could be more restrictive than the CHARMM mimima, leading to

sharper features.

In CHARMM, all eight trajectories are qualitatively similar. Since we have chosen

the initial configurations in a way that minimizes correlations between trajecto-

ries, we may argue that the similarities in the features point to intrinsic features

of the biotin-surface interaction. We may also conclude that the time sampling

exceeds the memory time of the system, which allows us to make general conclu-

sions about the free energy landscape. In the current front-AMBER set of runs,

all but one of the runs are “similar”. Set 7 (coloured black in the figures) is an

outlier: it effectively has only one peak at 0.3 nm. Upon viewing the trajectory

in VMD, it was seen that in this trajectory GLNp spent a many periods of time

in one configuration. While this configuration was typical of other front runs

too, it was not as dominant in any of the sets except set 7. We believe that this

behaviour is not a numerical error. In fact, this deviation could indicate that the

memory time of the system is not significantly shorter than the total run time

of 1 µs, and that greater sampling times may be needed in order to see better

agreement between the independent runs.

5.2.3 Top-CHARMM

FIGURE 5.8: Density and cumulative density profiles for the Top-CHARMM case.

Now, we turn to simulations of GLNp on the top face. Here, we first comment

that while the height above sheet has been measured from the backbone CA, the

top face also has side chains which extend to about 0.45 nm above the sheet on
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average. This should be kept in mind when analyzing the density profiles. For

instance, when the head group is below 0.45 nm, it is effectively embedded in

the sheet.

In Fig. 5.8, we show the individual density profiles, like we did for the front

runs. In the top runs, we see that there are two peaks, the smaller one at 0.25

nm and a larger, broad peak around 0.75 nm. Note that the side chain height is

approximately 0.5 nm so the two peaks could correspond to optimal H-bonding

distances from the backbone (small peak) or the side chain (large peak). Further,

the smaller peak corresponds to “embedded” configurations, i.e. ones where the

biotin head group lies between side chains.

Finally, we remark that, as compared to the front runs, the top runs have greater

disagreement among themselves. This is apparent when the cumulative density

profiles are compared for the top and front runs. One reason for this could be

that the top face has many stable, embedded configurations that are energeti-

cally less accessible (due to steric hindrance etc.), and therefore require greater

sampling. Indeed, the greatest disagreement between the runs occurs at ∼ 0.3

nm (Fig. 5.8, which corresponds to the embedded height of GLNp.

5.2.4 Top-AMBER

FIGURE 5.9: Density and cumulative density profiles for the Top-AMBER case.

Finally, we look at the Top-AMBER density profiles in Fig. 5.9 above. First, we

see that, like top-CHARMM, top-AMBER also has two peaks in the density of
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GLNp above the sheet. However, the difference between force fields that were

seen earlier in section 5.2.2 reappear: the AMBER densities are shifted closer to

the surface, and the peaks are sharper, than in CHARMM.

On the other hand, both AMBER and CHARMM have divergent cumulative den-

sity profiles at the first maxima of ∼ 0.3 nm. This allows to conclude with greater

confidence that more sampling times would improve the sampling of embedded

configurations appreciably.

5.3 Potentials of mean force (PMF)

From the above density profiles, we may wish to extract information about the

energy landscape as seen by the biotin head group. Perhaps the most straight-

forward means to accomplish this is to look at the Potential of Mean Force (PMF).

For a system of N coordinates q1, q2, . . . , qN (e.g. atom locations), a given force

field induces a potential function V (q1, q2, . . . , qN) under which the system evolves.

While the complete energy landscape is a non-trivial higher dimensional func-

tion, we may be interested in the energy only along one reaction coordinate,

say q1. (For simplicity, we assume the reaction coordinate to be one of the base

coordinates). Then, the mean force along this reaction coordinate is an average

of the negative gradient of V , taken over all possible configurations of q2, . . . , qN .

This mean force is the gradient of some effective potential function - this is called

the potential of mean force (PMF). Denoting the PMF by w (�q), we may write

−∇w (q1) =

�
�q

e−βV (−∇V (�q))dq2dq3 . . .dqN

�
�q

e−βV dq2dq3 . . .dqN

In practice, the PMF may be calculated using density distribution along a reac-

tion coordinate as follows.

w (q1) = −kBT ln
�
�ρ (q1)�{qi,i�=1}

�
+ C
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where ρ is a (normalized) density distribution, and C is an arbitrary constant.

Given infinite sampling time, the PMF along the coordinate will be the free en-

ergy along the coordinate (up to an arbitrary constant shift). For finite sampling,

one has to first ensure that the sampling is sufficient for the PMF to be used as a

substitute for free energy.

In our simulations, there was considerable agreement between independent

runs of the same geometry and force field (with some exceptions, e.g. see sec-

tion 5.2.2). This indicates that the trajectories sampled the reaction coordinate

(height above the sheet in our case) well, and that a PMF may indeed be repre-

sentative of the actual energy landscape. Therefore, we generate PMF distribu-

tions from the density profiles presented in the previous section. These are given

in Fig. 5.10 below.

FIGURE 5.10: Potential of mean force, as computed from the density profile of
the biotin head group as a function of height above the sheet surface.

First, a comment about sampling: The “trustworthiness” of the PMF at a given

point in the reaction coordinate depends on how well the sampling is at that
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point. This is well-illustrated by the error bars in the PMF: they are large at

points where the density is very small. At distances of ∼ 2.5 nm from the sheet,

the PMF seems to diverge to infinity. The reason for this is clear, since the density

goes to zero as the GLNp is fully extended. However, it is unphysical for the PMF

to increase to infinity - in practice, there is a large energy barrier corresponding

to the binding energy of the GLNp molecule. On the other hand, the system is

well-sampled near the sheet, which is the region of interest.

Since the PMF profiles are a direct derivative of the density profiles, we refer

the reader to the previous section, 5.2, for a discussion of the features seen

in the plots. For example, peaks in the density profile correspond to energy

minima in the PMF. Now, we may compare the energy minima by quantitatively

in terms of their depth. We must be careful when comparing absolute energy

for different runs (especially for runs of different geometry), since the reaction

coordinates are different in each case. Still, the relative depth of the analogous

energy minima in each case can provide useful information.

Earlier, it was mentioned that AMBER density profiles may have sharper peaks

due to deeper energy minima. This is more readily apparent in the PMF distri-

bution. We see that energy wells have depths ranging from 2− 3 kJ/mol to ∼ 12

kJ/mol. These are realistic energy scales - for comparison, the H-bonding energy

in biomolecular systems tends to be ∼ 10 kJ/mol.

We end this section with the remark that, while the PMF distribution does not

replicate the exact free energy landscape, it will be sufficient to study kinetics of

the biotin-surface interaction, timescales of binding, etc. We will carry out this

analysis later in section 5.5.

5.4 Time autocorrelation

Useful information can also be extracted in the form of the time autocorrelation

function of the end-to-end vector of GLNp. Mathematically, the time autocorre-

lation function R(t) may be defined as:

R(t) := lim
T→∞

1

T − t

T−t�

τ=0

�v (τ) · �v (τ + t)dτ (5.1)
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Thus, the autocorrelation function provides information about the memory time

of a system. In particular, any time periodicity appears as a peak in the autocor-

relation function. For a free residue, one generally sees a fast decay over short

times, while over very long times the correlation is expected to be close to zero

as the residue samples all of its conformations. Deviation from this behaviour

can give interesting insight into the effect of an underlying sheet. For instance,

the steady state values of many of the autocorrelation curves in Fig. 5.11 are not

at 0 but closer to 0.4. If we simply assume that the e2e vector randomly samples

the hemisphere (due to steric hindrance by the sheet), then the average of the

dot product between two unit vectors turns out to be π/8 = 0.39 which in fact

matches the data quite well. On the other hand, some curves in Fig. 5.11 are

quite peculiar over long times, and give us an idea of the long memory time of

this system.

FIGURE 5.11: Time autocorrelation plots of the GLNp end-to-end vector. The
figure on the left plots means of the four corresponding figures on the right. On
the right we have autocorrelations for each run, categorised by the force field
and the geometry of the sheet. The time (on the plots on the right) runs from 0

to 100 ns, while it is 0 to 1000 ns on the left figure.

In the above, we have normalized the autocorrelation functions by the function

value at t = 0 i.e. we set R(0) = 1. We see that for the top face, the correlation

times are long, on the orders of many hundreds of ns, while the front face has a

memory time under hundred ns.

Finally, we discuss a simple model for analyzing the binding of streptavidin to

biotin attached to a fibril surface.
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5.5 Markov model

Suppose we are given the trajectory of GLNp attached to the underlying fibril (in

either the front or top configuration). Denote the total time of the trajectory by

T , and the number of time steps by N . The step size dt is constant and satisfies

Ndt = T .

We are interested in the diffusion timescale of biotin-streptavidin binding. Un-

like in the free case, the binding availability of biotin is limited by several envi-

ronmental factors, most significantly the presence of an underlying beta sheet.

A large molecule such as streptavidin may not be able to bind when the biotin

is too close to the sheet. Therefore, we need to consider not the free binding

timescale, but the binding timescale of attached biotin with streptavidin. Here,

we discuss one way to calculate this.

We make three assumptions about the system:

1. that it is Markovian, i.e. the binding rate does not depend on the history

of the system, and,

2. that the system obeys a first-order rate equation, and

3. that the reaction is one-way, i.e. bound streptavidin does not unbind.

Suppose we have a some number of attached GLNp molecules A0 in a single

homogeneous solution which contains a large number of streptavidin, so that at

any given time the concentration of streptavidin seen by any two GLNp is the

same and constant over time. Let A(t) denote the number of free GLNp, i.e.

those that have not yet been bound to streptavidin, at time t. Then A(0) = A0,

and the binding rate equation may be written as

dA(t)
dt

= −r(c,x(t))A(t) (5.2)

where the rate r is a function of the streptavidin concentration c and the spatial

configuration of biotins at time t, which we denote by x(t). We can make the

above equation independent of the number of biotins by dividing both sides by

A0 and observing that P (t) := A(t)/A0 is the probability that biotin is free at time

t. So,
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dP (t)

dt
= −r(c,x(t))P (t)

=⇒ P (T ) = exp


−

T�

0

r(c,x(t))dt




The binding probability at time t is then given by Q(t) := 1− P (t).

Ideally, if the function r is specified for any configuration of the biotin molecules

with respect to the sheet, then P (T ) and hence the binding probability Q(T )

can be computed by simple integration. However, this function is complicated in

general, so we need to make some simplifications in order to proceed:

1. Since biotin-streptavidin binding takes place primarily at the head group

of biotin, we say that the rate r depends only on the “head” coordinate,

say by taking the center-of-mass of all head atoms or simply picking one

representative. We do the latter, and pick the carbonyl oxygen.

2. As the underlying sheet is planar, it is reasonable to assume that the bind-

ing availability depends primarily on the displacement of the head perpen-

dicular to the sheet. Therefore, r now depends on a single parameter, the

orthogonal displacement y above the sheet of the carbonyl oxygen.

3. Lastly, we assume that r(y) is a step function: r(y) = 0 below a cutoff

distance y < yc, and r = 1/τ for y > yc. Here, τ is the binding timescale

of free biotin with streptavidin. Therefore, when the biotin head is “too

close” to the surface, it is unavailable for binding, and when it is above the

cutoff distance, it binds with streptavidin as if it were free.

After the above simplifications, r can be expressed concisely as

r(y) = 1
τ
δy>yc

where the Kronecker delta function δ returns 1 when the condition in subscript

is satisfied and 0 otherwise. Now, we compute the binding probability Q(T ) for
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a given trajectory.

Q(T ) = 1− P (T ) = 1− exp


−

T�

0

r(y)dt




� 1− exp

�
−

N�

y=0

r(y)dt

�

= 1− exp

�
−N>

dt
τ

�

where N> :=
N�
y=0

δy>yc is the number of frames for which the head group is

above cutoff. In the above, we discretized the integral to a sum over time-steps

of length dt. It is assumed here that the head does not move appreciably over dt

(i.e. y does not change). Assuming a smooth trajectory, this assumption will be

justified as long as dt is small.

Let τ> := τ · N
N>

. Substituting in the previous equation,

Q(T ) = 1− exp

�
− T

τ>

�

where we used Ndt = T . Therefore, τ> defines an effective timescale for the

binding of attached biotin to streptavidin, for the given trajectory.

Now, we introduce a fourth assumption: the trajectory is well-mixed. In other

words, the timescale τ> does not depend on the particulars of the trajectory (and

in particular the initial conditions), and may be used to define an effective rate

equation dP
dt = − 1

τ>
P . With this assumption, one can predict binding probabili-

ties over a (usually much longer) timescale S:

Q(S) � 1− exp

�
− S

τ>

�
(5.3)

Numerically, the timescale τ> can be calculated from the number of frames for

which the oxygen was above the cutoff, N>, and the free binding timescale τ of

biotin-streptavidin.

We performed this analysis for our trajectories. First, biotin/streptavidin binding

timescale τ must be fixed. We compute it as follows: the rate constant for the
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first binding of biotin to a free streptavidin is experimentally known to be [47]

k = 3.6× 106M−1s−1

Since streptavidin has multiple binding sites, multiple binding events are possi-

ble. However, we may safely ignore them here since the biotin molecules are not

free in solution but attached to the fibril.

There is an additional concern that the binding rate depends on steric factors:

due to the attachment of biotin to a large substrate, only one hemisphere is

available to streptavidin for binding. Thus, one can expect the true binding

rate to be lower by a geometric factor. However, we ignore this factor for the

purposes of the calculation.

Finally, the rate k is concentration-dependent: however, using the concentrations

used in the motivating experiment by Wetzel et al [17], we may derive a rate

γ = k · c, (where c is the streptavidin concentration) with units of s−1. Then, we

find

τ = γ−1 = 5.6× 104s ∼ 1.5 hrs

Physically, this timescale indicates that the streptavidin binds to attached biotin

in the timescale of hours, which is indeed the case in experiment, [4, 17].

Next, our model needs a cutoff length. This is the height above which we say

that the biotin head group has a binding availability of 100%, and below which

the biotin is unavailable for binding. Physically, the cutoff length must be less

than the total length of GLNp, which is ∼ 2.5 nm. An analysis of say the H-

bonding of the biotin head group with the sheet as a function of height could

yield a value for the cutoff height.

An alternative approach, which does not require a specific cutoff length, is to

sweep the binding timescale over all possible (and physical) values of the cutoff

length. Certainly, a cutoff greater than the GLNp extended length (∼ 2.5 nm)

is unphysical. On the lower end, we may reasonably demand that the cutoff

be greater than zero nm, since the biotin head group is never found below the

backbone CA. So, we carry out the above timescale analysis for a range of cutoffs

from 0 to 2.5 nm (see figure 5.13.
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FIGURE 5.12: Typical length of GLN sidechains in the top geometry

So far, the reference point used for measuring distance from sheet has been

the backbone CA. However, in this analysis we are interested in dividing the

reaction coordinate into “zones of influence”: sheet vs. solvent. For the front

face, it is reasonable to use Cα as the reference. However, for the top face, the

sheet effectively begins at the extremal points of the GLN side chains, which

lie approximately 0.45 nm above the sheet (see Fig. 5.12). Therefore, when

deciding the cutoff between the sheet vs. solvent zone of influence, it is more

physical to define height with respect to the envelope of the side chain extremal

points. In order to simplify this, we introduce a shift of 0.45 nm to the height

computed from Cα for all points on the top face. Fig. 5.13 below implicitly

contains this relative shift.
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FIGURE 5.13: Probability of biotin-streptavidin binding, scaled up to an exper-
imentally relevant timescale of 2.8 hrs. The cutoff height is measured from the
extremal points of the sheet: backbone Cα for the front face, and backbone Cα

+0.45 nm (i.e. top of GLN side chain) for the top face.

Independent of the value chosen for the cutoff, we see that both force fields

predict that biotin-streptavidin binding will be more likely on the front face than

on the top face. Consistent with the earlier observation that the GLNp density

is shifted closer to the surface in AMBER, we see that binding probabilities are

lower in AMBER.

Next, we define the preferential binding between the two faces as the log of the

ratio of binding probabilities. This form of the expression is motivated by how

probabilities are typically related to energy: namely, that the negative exponen-

tial of the energy yields the Boltzmann factor, which is a probability weighting.

We plot the preferential binding for both force fields in Fig. 5.14 below.
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FIGURE 5.14: Preferential binding of biotin to streptavidin on the front face vs.
the top face for both force fields, as a function of cutoff height. The preferential
binding is given as the logarithm of the ratio of binding probabilities for the two
faces. Thus, if the cutoff is taken to be 1 nm, the Markov model predicts that
biotin-streptavidin is ten times as likely (for CHARMM) on the front face than

on the top face.

The preferential binding makes it clear that for both force fields, biotins on the

front face will be more available to bind with streptavidin than biotins on top

faces. For reasonable cutoff values of ∼ 1 nm, the preference is by a factor of 10

(for CHARMM), i.e. an order of magnitude in probability. For AMBER, the factor

is closer to 100.

It is interesting to see that the preferential binding profiles for the two force

fields are similar, qualitatively. However, they are off by as much as a factor of

10 for certain cutoff values. This indicates that one must exercise caution when

interpreting results from force field simulations as is, since the their technical

specifics may result in large discrepancies in the end result.

Therefore, we end this section with noting that using multiple force fields to

simulate the same system is advisable, as it provides a basis for distinguishing

physical features from numerical artifacts.
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Conclusion

We conclude with a discussion of the results obtained in this thesis project, and

their relevance in the context on ongoing experimental work.

The main research problem in this thesis was motivated by a series of experi-

ments conducted by the group of Ron Wetzel, [4, 17]. They observed that biotin

attached to a polyQ fibril exhibits preferential binding to streptavidin depending

on whether it is attached to a “growing” face of the fibril or not.

In order to probe the reason behind this selective binding mechanism, we argued

that a computational approach would be ideal, and set up an MD simulation of

the system in question. We simulated two sheet geometries: the growing face

(denoted “front”) and a non-growing face (denoted “top”). Two force fields,

CHARMM36 and AMBER14, were used in parallel so that their results could

be compared later. For each of the four cases of interested identified thus, we

ran eight independent simulations of 1 µs each. The data collected was then

analyzed in several ways.

We calculated the autocorrelation function, and found that for front face trajec-

tories, there is a decay over a timescale of under ∼ 100 ns. On the other hand,

top face geometries are seen to have a memory over many hundreds of ns. This

justifies the use of sampling times of a µs, but we also note that a timescale of

∼ 10 µs may be more appropriate for the top face.

Then, we computed density profiles of the GLNp head group as a function of

height above the surface. From the density profile in Fig. 5.4, we derived the

73
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potential of mean force (PMF), which we argue approaches the free energy pro-

file for well-sampled data. This provided a visual of the energy landscape along

the distance perpendicular to the sheet. Finally, we constructed a Markov model

which effectively allowed us to predict the binding probability of GLNp to strep-

tavidin over experimentally relevant timescales.

The result of this analysis is that biotin is indeed more available for binding when

it is attached to the growing surface, as opposed to a non-growing surface. But

moreover, we have gained an insight into why this might be the case.

The biotin head group is very reactive, since it contains two pentacyclic rings

rich in H-bonding sites. This feature of biotin partly explains why it has such a

high binding affinity with streptavidin. When attached to a β-rich substrate such

as a polyQ fibril, it is precisely this feature of biotin which appears to play a role

in determining its binding availability. In other words, the biotin head group

is seen to interact strongly with the GLN substrate, and moreover to varying

degrees depending on the geometry of the substrate.

For the front geometry, the interdigitated side chains of the sheet lie parallel

to the sheet surface. In this case, the biotin head is found to have multiple

metastable states within 1 nm of the sheet surface, one of which is at the H-

bonding distance from the sheet. However, in this configuration, biotin is also

in contact with waters, and more readily explores configurations where it is

extended away from the sheet.

For the top geometry, the side chains at the surface emerge vertically out of the

sheet like hairs, and the GLNp head interacts strongly with them. In particu-

lar, the GLNp head has a highly stable “embedded” configuration not seen in

the front geometry, in which it is found between side chains. In this configura-

tion, the head is within H-bonding distance of multiple side chain groups, and

is therefore stabilized, despite the sterically unfavourable nature of this arrange-

ment. Finally, the GLNp head has other stable states at ∼ 0.8 nm, i.e. ∼ 0.3 nm

above the side chains. However, it very rarely explores extended configurations

and tends to stay in the vicinity of the sheet.

This difference in the behaviour of GLNp with the two faces explains why there

may be a difference in binding availability. Since the biotin head group is “stuck”

in stable configurations close to the top surface, it may be unavailable for binding

to a large molecule such as a streptavidin. We remark that this mechanism seems
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quite general to fibrils, since the interaction of biotin with the side chains did not

depend on the chemical make-up of the residue. It would interesting to check

this with experimental studies.

Lastly, we identify open questions and future directions of research. While the

central question has been answered, there are many interesting features that

remain to be explored.

First, we may also look at the full spatial profile of the O atom. The aim be-

hind this would be to identify metastable states, or regions where all trajectories

spend a considerable amount of time. Then, one can prepare a Markov chain

model of the identified states. The transition rates between states near the sur-

face and far from surface can provide a timescale for availability of biotin. Of

course, ergodicity has to be assumed in this system.

The H-bonding of GLNp with the sheet and the waters would provide additional

insight into the biotin-surface interaction. We found that the biotin head ”em-

beds” itself between neighbouring side chains, so that it is plausible that the

stabilizing interaction is H-bonding. Both biotin head group and side chains

have multiple H-bonding sites. Still, it is fully plausible that the interaction is

Van der Waals in nature. On the other hand, when the biotin head is free in

water, it may be stabilized by H-bonding with solvent water. The comparison

between biotin-water and biotin-surface H-bonding will be telling.

Finally, it would be very interesting to study how other drug-like molecules in-

teract with fibrils, and whether they exhibit similar geometry-dependent inter-

actions. The understanding of these dynamics might provide some insight into

targeted drug-design. Since amyloid fibrils play a role in a variety of diseases,

this understanding may prove useful in future therapeutic strategies to combat

these often devastating illnesses.
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